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Resumen

Introducidas en los 70’s, el uso de técnicas de credit scoring se generalizd en los 90’s gracias al
desarrollo de mejores recursos estadisticos y computacionales. Hoy en dia practicamente todas las
entidades financieras emplean estas metodologias al menos para originar sus financiaciones. Dada su
relevancia en el proceso de gestion crediticia, el objetivo de este trabajo es clarificar algunos aspectos
asociados a los modelos de credit scoring: qué son, qué técnicas se pueden usar para construirlos y
cuales son mas convenientes, qué variables emplean, qué aplicaciones se han desarrollado a partir de
ellos y, sobre todo, como funcionan y deben interpretarse sus resultados. Con el solo proposito de
servir como ejemplo, con datos de la Central de Deudores del Sistema Financiero se construy6 un
modelo de credit scoring que facilita entender el funcionamiento de estas herramientas.
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I. Introduccion

La utilizacién de modelos de credit scoring para la evaluacion del riesgo de crédito, es decir,
para estimar probabilidades de default y ordenar a los deudores y solicitantes de
financiamiento en funcion de su riesgo de incumplimiento, comenzé en los 70’s pero se
generalizé a partir de los 90’s. Esto se ha debido tanto al desarrollo de mejores recursos
estadisticos y computacionales, como por la creciente necesidad por parte de la industria
bancaria de hacer mas eficaz y eficiente la originacion de financiaciones, y de tener una mejor
evaluacion del riesgo de su portafolio. Estos modelos generalmente se asocian a lo que se ha
dado en llamar data mining (mineria de datos), que son todos aquellos procedimientos que
permiten extraer informacion util y encontrar patrones de comportamiento de los datos. Por
este motivo, la mineria de datos no es una disciplina en si, sino un conjunto de técnicas con
origen diverso, pero en general con raiz estadistico matematica.

A pesar de la proliferacion de los modelos de credit scoring, el juicio humano (o juicio del
analista) continua siendo utilizado en la originacion de créditos, en algunos casos expresado
como un conjunto de reglas que la entidad aplica de manera sistematica para filtrar solicitudes
o deudores. De hecho, en la practica ambas metodologias muchas veces coexisten y se
complementan, definiendo sistemas hibridos. En el caso de la Argentina, un estudio realizado
por el Banco Central de la Republica Argentina (BCRA)®, mostro la amplia difusién que
tienen estas técnicas para evaluar al portafolio minorista en la originacién y, en menor
medida, en el seguimiento de los créditos. Los resultados también mostraron que estas
técnicas no han desplazado al juicio humano en la originacion de los créditos: en general un
score o puntaje adverso determina la denegacion de una solicitud de financiamiento, mientras
que un score por encima del minimo admitido por la entidad financiera dispara analisis
posteriores con los que la evaluacion continua. A su vez, la regulacion del BCRA admite que,
sujeto a ciertos limites y condiciones, las entidades que en la originacion de sus créditos a
personas fisicas empleen modelos de credit scoring apropiados puedan solicitarles menos
requisitos’.

El objetivo de este documento es clarificar diversos aspectos de los modelos de credit
scoring: qué son, qué tipos de modelos hay y qué variables emplean, como se construyen y

cuando y para qué se usan. Un aspecto de vital importancia, pero que por su extension merece
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un tratamiento aparte y no se discute aqui, es el de su validacion®. La validacion es, en pocas
palabras, un proceso por el cual la entidad financiera, de manera periddica, revisa y evalia
diversos aspectos del modelo, como por ejemplo: su disefio, variables empleadas, la calidad
de los datos y otros aspectos cualitativos, su eficacia para ordenar en funcion del riesgo (poder
discriminatorio), la precision en sus estimaciones de tasa de mora (calibracion), etc.

Para clarificar aspectos del desarrollo y utilizacion de los modelos de credit scoring, con
informacion de la Central de Deudores del Sistema Financiero (CENDEU) construimos un
ejemplo y mostramos su funcionamiento. Este modelo debe tomarse solamente como un
ejemplo muy sencillo orientado a ilustrar algunas caracteristicas basicas de los modelos de
credit scoring, que de ninguna manera busca establecer o sefialar cudles son las mejores
practicas ni lineamientos para su construccion.

La CENDEU es una base de datos administrada por el BCRA que contiene informacion de
todas las deudas y deudores del sistema financiero, y que a través de la pagina web del BCRA
da cierta informacion al publico acerca de sus financiaciones y calificacion crediticia. En la
practica, los registros publicos de deudas, como la CENDEU, son administrados por
superintendencias y bancos centrales y no proveen servicios de scoring sino que se limitan a
dar una informaciéon muy bésica, ya que en general estin mas enfocados en facilitar la
supervision y regulacion del sistema financiero. Por otro lado, las empresas de informacion
crediticia, conocidas como burds de crédito, ademas de tener informacion detallada de los
deudores del sistema financiero, reciben informacion de otras fuentes, como por ejemplo los
juzgados comerciales y las tiendas minoristas. Con este set de informacion brindan, ademas
de informes comerciales, servicios de credit scoring, de deteccion de fraudes y robo de
identidad, etc. De todos modos, la naturaleza de los datos empleados en el ejemplo lo asemeja
a un score de burd, ya que también se estima sobre un pool o repositorio comin de
informacion crediticia.

A continuacion, en la seccion II se introduce y define el concepto de credit scoring, mientras
que en la seccion 11 se comentan las técnicas frecuentemente empleadas para construirlos. La
seccion IV explica cudles son las variables que comiinmente emplean, mientras que luego en
la seccion V se discuten diversas aplicaciones de estas metodologias, es decir, se explica
cuando se usan. En la seccion V se construye un modelo de credit scoring a partir de una
metodologia muy difundida, la familia de modelos econométricos probit-logit. Alli se

describe la muestra y metodologias empleadas, y se analizan los resultados. La seccion VI

* Para una descripcion de diversas técnicas para validar estos modelos, ver Basel Committee on Banking
Supervision (2005).



contiene las conclusiones. El documento presenta dos apéndices. En el primero se derivan las
condiciones de primer y segundo orden de los modelos probit. En el segundo se introduce una
metodologia frecuentemente utilizada para pronosticar calificaciones, tipicas de empresas

corporativas evaluadas con sistemas de rating: el probit ordenado.

11. { Qué es un modelo de credit scoring?

Los métodos o modelos de credit scoring, a veces denominados score-cards o classifiers, son
algoritmos que de manera automatica evaluan el riesgo de crédito de un solicitante de
financiamiento o de alguien que ya es cliente de la entidad. Tienen una dimension individual,
ya que se enfocan en el riesgo de incumplimiento del individuo o empresa,
independientemente de lo que ocurra con el resto de la cartera de préstamos. Este es uno de
los aspectos en los que se diferencian de otras herramientas de medicion del riesgo de crédito,
como son los modelos de cartera y los VaR marginales, que tienen en cuenta la correlacion de
la calidad crediticia de los deudores de una cartera de préstamos.

En una primera aproximacion a los mismos, se los puede definir como “métodos estadisticos
utilizados para clasificar a los solicitantes de crédito, o incluso a quienes ya son clientes de la
entidad evaluadora, entre las clases de riesgo ‘bueno’ y ‘malo’” (Hand y Henley (1997)).
Aunque originalmente en los 70’s se basaban en técnicas estadisticas (en particular, el analisis
discriminante), en la actualidad también estan basados en técnicas matematicas,
econométricas y de inteligencia artificial. En cualquier caso, los modelos de credit scoring
emplean principalmente la informacién del evaluado contenida en las solicitudes de crédito
y/o en fuentes internas y/o externas de informacion.

El resultado de la evaluacion se refleja en la asignacion de alguna medida que permita
comparar y ordenar a los evaluados en funcion de su riesgo, a la vez que cuantificarlo. Por lo
general, los modelos de credit scoring le asignan al evaluado un puntaje o score, o una
calificacion, clasificacion o rating. Algunos métodos los asignan a grupos, en donde cada
grupo tiene un perfil de riesgo distinto; sin embargo, en la practica esto equivale a una
calificacion. A su vez, estos ordenamientos de los deudores permiten obtener estimaciones
mas concretas del riesgo; en general se busca obtener alguna estimacion de la probabilidad de
incumplimiento del deudor (PD, por probabilidad de default) asociada a su score, rating o
calificacion. Esta estimacion se puede obtener directamente del score en el caso de los
modelos econométricos, o también en funcion de la tasa de incumplimiento (TD, por tasa de
default) historica observada en el grupo de deudores con la misma calificacion o score

similar.



El Grafico | muestra un ejemplo artificial de una salida de un modelo de credit scoring, que
muestra la TD historica’ asociada a cada rango del score. La relacién entre ambos se muestra
para intervalos del puntaje, ya que es una variable continua, y se observa que el riesgo cae de
manera exponencial a medida que mejora el score. Esta es una regularidad de las técnicas de
credit scoring y sistemas de rating: a medida que mejora el score o calificacion, la caida
marginal en el riesgo es cada vez menor.
Gréfico I. Score y cuantificacion del riesgo
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Si bien en el ejemplo del Gréfico | la escala del score oscila entre 0 y 1.000, la misma
es arbitraria y depende en ultima instancia de la construccion del modelo. También podria
concebirse un modelo en el cual el riesgo baja a medida que baja el score (al revés que en el
Graéfico I), pero en la practica predominan aquellos que presentan una relacion inversa entre

el score y el riesgo.

I11. Técnicas empleadas

Para evaluar el riesgo crediticio o la conveniencia de otorgar un crédito, hay una gran
variedad de metodologias disponibles (para una comparacion de enfoques alternativos ver
Srinivasan y Kim (1987), Mester (1997), Hand y Henley (1997) y Thomas (2000)): analisis
discriminante, regresion lineal, regresion logistica, modelos probit, modelos logit, métodos no
paramétricos de suavizado, métodos de programacion matematica, modelos basados en

. - . .6 . .y .
cadenas de Markov, algoritmos de particionamiento recursivo’ (arboles de decision), sistemas

> También podria ser la PD.
% Los métodos como el analisis discriminante, la regresién lineal y logistica y los modelos probit pueden ser
considerados como métodos de particionamiento simultaneo, ya que consideran a todas las variables explicativas



expertos, algoritmos genéticos, redes neuronales y, finalmente, el juicio humano, es decir, la
decision de un analista acerca de otorgar un crédito. Aunque esta ultima presenta la ventaja de
ser mas eficaz en tratar las excepciones a la experiencia pasada, los métodos de credit scoring
son mas eficientes a la vez que sus predicciones mas objetivas y consistentes, por lo que
pueden analizar y tomar decisiones sobre una gran cantidad de solicitudes de crédito en poco
tiempo y a un bajo costo. La literatura sugiere que todos los métodos de credit scoring arrojan
resultados similares, por lo que la conveniencia de usar uno u otro depende de las
caracteristicas particulares del caso.

Dentro de los enfoques econométricos, los modelos de probabilidad lineal han caido en
desuso por sus desventajas técnicas (ver seccion V), en tanto que los modelos probit, logit y la
regresion logistica son superiores al andlisis discriminante ya que proveen para cada deudor
una probabilidad de default, en tanto que este solo clasifica a los deudores en grupos de
riesgo. A pesar de que los probit, logit y la regresion logistica son, en teoria, herramientas
econométricas mas apropiadas que la regresion lineal, ésta arroja estimaciones similares a las
de los anteriores cuando sus probabilidades estimadas se ubican entre el 20% y el 80%.

Los modelos no paramétricos y los de inteligencia artificial, como por ejemplo los arboles de
clasificacion o decision, las redes neuronales y los algoritmos genéticos, son superiores a los
modelos estadisticos cuando se desconoce la probable forma de la relacion funcional y se
presume que no es lineal. En el caso de los arboles, tres algoritmos frecuentemente empleados
para construir (entrenar) arboles son ID3, C4.5 y CS5: en todos los casos buscan cudl es la
particion 6ptima de la muestra tal que, dada la variable objetivo (el incumplimiento), los
distintos grupos o particiones presentan distintos perfiles de riesgo. Los arboles tienen la
ventaja de que no requieren la formulacion de supuestos estadisticos sobre distribuciones
estadisticas o formas funcionales. A su vez, presentan la relacion entre las variables, los
grupos y el riesgo de manera visual, con lo cual si el conjunto de variables en el analisis es
reducido, facilita entender como funciona el scoring. Las redes neuronales y los algoritmos
genéticos, a pesar de las ventajas mencionadas al principio del parrafo, son poco intuitivos y
de dificil implementacion.

Los modelos que utilizan programacion matematica permiten disefiar score-cards’ mejor
adaptadas a las necesidades de la entidad crediticia y manejar una gran cantidad de variables,

y se basan en optimizar un criterio objetivo, como por ejemplo porcentaje de solicitantes bien

de manera simultanea al “asignar a los individuos a distintos grupos”, mientras que los algoritmos recursivos de
particion lo hacen de manera secuencial.
’ Planillas o programas para asignar un puntaje o rating.



clasificados. Finalmente, los sistemas expertos tienen como atractivo la capacidad para
justificar sus recomendaciones y decisiones, lo cual puede ser importante por cuestiones
legales vinculadas al acceso al crédito.

Srinivasan y Kim (1987) comparan diversas técnicas y encuentran que los arboles de decision
superan a las regresiones logisticas, mientras que estas arrojan mejores resultados que el
andlisis discriminante. De hecho, sugieren que la superioridad de los arboles esta en relacion
directa a la complejidad de los datos bajo estudio.

El objetivo de un banco es maximizar los beneficios derivados de la intermediacion crediticia,
lo cual no necesariamente tiene que estar relacionado directamente con el riesgo. Es decir, que
un solicitante de crédito presente cierto riesgo no necesariamente implica que no conviene
otorgarle financiamiento. Probablemente un cliente de una entidad que se financia con tarjeta
de crédito y que es relativamente riesgoso, es mas rentable que uno que no es para nada
riesgoso pero que nunca se financia con la tarjeta. Por lo tanto, a la hora de determinar qué
solicitudes aceptar y cuales rechazar, la entidad tiene en cuenta los beneficios esperados de los
solicitantes de distinto tipo de riesgo. Por ejemplo, Srinivasan y Kim (1987) analizan el
problema de una empresa comercial que debe determinar el limite crediticio 0ptimo para cada
cliente. Para estimarlo, resuelven un problema dinamico que integra la evaluacion de riesgo
del cliente con los beneficios potenciales que de ¢l se derivarian y muestran los resultados
para distintos métodos de credit scoring. Estos proveeran distintas estimaciones de riesgo que,
insertadas en el programa dinamico, permitiran obtener estimaciones del limite crediticio
optimo para cada cliente.

Entre todas las metodologias disponibles, los modelos probit, junto con las regresiones lineal
y logistica, el andlisis discriminante y los arboles de decision, se encuentran entre los métodos
mas usados en la industria para confeccionar estos modelos. Boyes, Hoffman y Low (1987) y
Greene (1992) utilizan un probit bivariado para evaluar solicitudes de tarjeta de crédito,
teniendo en cuenta no so6lo la probabilidad de default del deudor, sino también el beneficio
esperado para el banco derivado de la utilizacion de la tarjeta por parte del solicitante. Gordy
(2000), al comparar modelos de cartera de riesgo crediticio, utiliza modelos probit para
estimar la probabilidad de default de cada exposicion en la cartera. Cheung (1996) y Nickell,
Perraudin y Varotto (1998) utilizan modelos probit ordenados, de los cuales los probit
bivariados son un caso particular, para estimar la futura probable calificacion de titulos
publicos, en tanto que Falkenstein (2000) realiza una aplicacion similar pero para deuda

privada.



Aunque los métodos sefialados en el parrafo anterior son los mas utilizados, frecuentemente
se emplean de manera combinada. En primer lugar, como se mencion6 en la introduccion, en
general en el sistema financiero argentino estos modelos no se usan de manera mandatoria
para aceptar una solicitud, sino que sus resultados se combinan con revisiones posteriores. En
otros casos, previo al calculo del score se aplican filtros que acotan el universo de solicitantes
a ser evaluados con estos modelos. En ocasiones se combinan diversas metodologias, como
por ejemplo en los arboles de regresion: a través de un arbol se segmenta la muestra de
deudores y luego a los deudores de cada segmento se les estima una regresion logistica o

modelo probit con distintas caracteristicas.

IV. Variables empleadas

En las diversas aplicaciones de modelos de credit scoring, el tipo de variables utilizadas varia
significativamente segun se trate de modelos para la cartera retail (individuos y PyMEs),
donde generalmente se usan variables socioecondmicas o datos basicos del emprendimiento
productivo, o de grandes empresas (corporates). En este caso, se utilizan variables extraidas
de los estados contables, informacion cualitativa acerca de la direccion, el sector econdmico,
proyecciones del flujo de fondos, etc.

Para hacer credit scoring de corporates, RiskCalc™ de Moody’s (ver Falkenstein (2000))
utiliza: activos/IPC, inventarios/costo de mercaderias vendidas, pasivos/activos, crecimiento
de los ingresos netos, ingresos netos/activos, prueba acida, ganancias retenidas/activos,
crecimiento en las ventas, efectivo/activos y ratio de cobertura del servicio de la deuda.
También senalan que (i) las variables con mayor poder predictivo son ganancias,
apalancamiento, tamafio de la empresa y liquidez; y (ii) si bien la teoria recomienda utilizar
ratios de apalancamiento y rentabilidad en un modelo de scoring, la experiencia sugiere usar
ratios de liquidez. Srinivasan y Kim (1987), al comparar la performance de distintos modelos
para deudas corporate usan: activo corriente/pasivo corriente, prueba acida, patrimonio
neto/deuda, logaritmo de los activos, ingresos netos/ventas, ingresos netos/activos.
Finalmente, el Z-score (Altman, 1968) utiliza: capital de trabajo/activos, ganancias
retenidas/activos, EBIT/activos, valor de mercado del patrimonio neto/valor libros de la deuda
y ventas/activos.

Dentro de los modelos para deudas retail, Boyes, Hoffman y Low (1989) y Greene (1992)
utilizan variables socioecondmicas: edad, estado civil, cantidad de personas a cargo, tiempo
de permanencia en el domicilio actual y en el empleo actual, nivel educativo, si es propietario

de la vivienda que habita, gastos mensuales promedio/ingresos mensuales promedio, tipo de



ocupacion, si tiene tarjeta de crédito, cuenta corriente o caja de ahorro, nimero de consultas
en los credit bureaus y como esta calificado en ellos. Dentro de los modelos utilizados en la
industria, Fair Isaac Corporation desarrolld uno que es empleado por los tres mayores burds
de crédito de Estados Unidos de Norteamérica para calcular sus scores (de burd). Se trata del
FICO credit risk score, que es empleado por los burdés Equifax, Experian y Transunion para
calcular sus scores: Beacon, Experian/Fair Isaac Risk Model y FICO Risk Score/Classic
respectivamente. Estos scores tienen una amplia difusion para evaluar solicitudes de crédito y
fluctiian entre un minimo de 300 puntos y un maximo de 850. Aunque los tres emplean el
mismo modelo, una misma persona puede tener distintos puntajes si su informacion difiere en
dichos burds de crédito.

El FICO credit risk score utiliza principalmente variables asociadas al comportamiento de
pagos actual y pasado, y refleja la idea de que el comportamiento pasado es el mejor predictor
del comportamiento futuro. Los grupos de variables empleadas, junto con su incidencia en el
score, son: historia de pagos (35%), monto adeudado (30%), largo de historia crediticia
(15%), nuevo crédito (10%) y tipo de crédito usado (10%). A diferencia de las aplicaciones
mas académicas, y por motivos legales®, no utiliza variables como raza, religion,
nacionalidad, sexo y estado civil. Tampoco emplea la edad, los ingresos, la ocupacion y
antigiiedad en el empleo, el domicilio, la tasa de interés y el nimero de consultas realizadas al
bur6 por el deudor, por entidades financieras para ofrecer productos pre-aprobados o para
monitorear a sus deudores, o por empleadores. La cantidad de consultas realizadas en
respuesta a solicitudes de crédito si influye en el score.

La informacion que se emplea para hacer scoring del portafolio retail usualmente se clasifica
en positiva y negativa. La informacion negativa es aquella asociada a los incumplimientos y
atrasos en los pagos, mientras que la positiva es la informacion de los pagos a término y otra
informacion descriptiva de las deudas, como montos de préstamos, tasas de interés y plazo de
las financiaciones. La evidencia empirica muestra que la inclusion de la informacion asociada
al buen comportamiento de pagos mejora sustancialmente la performance de estos modelos.
Por ejemplo, con datos de Argentina, Brasil y Mexico, Powell et a/ (2004) cuantifica la
mejora en el poder predictivo de estos modelos al incluir la informacion positiva respecto a
modelos que sélo usan informacion negativa, y muestra que su utilizacion por parte de los
dadores de crédito facilita el acceso al crédito y mejora la calidad de los portafolios de

préstamos de las entidades financieras.

¥ La Consumer Credit Protection Act prohibe que el credit scoring utilice esta informacion.



Por ultimo, los modelos de credit scoring para microemprendimientos y PyMEs tienden a
combinar informacion personal del titular del emprendimiento y del negocio. Uno de los
primeros desarrollos fue el Small Business Scoring Solution que Fair Isaac Corporation
introdujo en 1995, que fue pionero en combinar informacion de los principales duefios de la
empresa y del negocio mismo. Dentro de los desarrollos académicos mas recientes, Miller y
Rojas (2005) hacen credit scoring de PyMEs de Mexico y Colombia, mientras que Milena,

Miller y Simbaqueba (2005) hacen lo mismo para microfinancieras de Nicaragua.

IV. Aplicaciones

Tanto en el ambito tedrico como en la practica de la industria bancaria, los modelos de credit
scoring se pueden emplear para evaluar la calidad crediticia de clientes de todo tamafio: retail
(individuos y PyMEs) y corporate. Sin embargo, en la practica predominan para evaluar el
portafolio retail, mientras que los deudores corporate se evaluan con sistemas de rating.
Ademas de las diferencias en las variables empleadas para uno y otro tipo de cliente (ver
seccion III), la evaluacion de grandes empresas implica la revision de aspectos cualitativos de
dificil estandarizacion, por lo cual el resultado se expresa como una calificacion y no como un
score. De todos modos, Ridpath y Azarchs (2001) estiman modelos de credit scoring para
empresas grandes que cotizan en bolsa, mientras que Jennings (2001) discute las ventajas de
su aplicacion en PyMEs. En el resto del documento se analizan modelos disefiados para la
banca minorista exclusivamente.

Las entidades pueden emplear estos modelos en la originacion, es decir, para resolver
solicitudes de crédito. En este caso se trata de modelos reactivos o de application scoring.
También se emplean para administrar el portafolio de créditos, en cuyo caso se trata de
modelos de seguimiento, proactivos o de behavioural scoring, y se pueden emplear para:
administrar limites de tarjetas y cuentas corrientes, analizar la rentabilidad de los clientes,
ofrecer nuevos productos, monitorear el riesgo y detectar posibles problemas de cobranza,
entre otras aplicaciones.

En el caso de los modelos de application scoring, las entidades financieras generalmente
determinan un cut off o punto de corte para determinar qué solicitudes se aceptan (por tener
un puntaje mayor o igual al cut off) y cuales no. Como se menciond en la seccion II, la
fijacion del mismo no responde a consideraciones de riesgo exclusivamente sino que depende
de la tasa de beneficios deseada por la entidad y su apetito por el riesgo. A su vez, para la
misma rentabilidad deseada, una entidad con una mejor gestion de recuperos o un mejor

sistema de administracion de limites o de alertas tempranas, podria trabajar con menor cut off’



ya que compensa el mayor riesgo con una menor exposicion al mismo o una mejor gestion de
recuperos. La relacion entre la politica de crédito de un banco y su manejo del scoring se
esquematiza en la Figura I.

Figura I. Fijacion del cut off'y politica de crédito
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En la practica, sin embargo, la aplicacion no es tan directa. Como se comentd en la
introduccion, los resultados de un relevamiento en el sistema financiero argentino (ver BCRA
(2006)) indican que los scores se emplean, en general, de manera mandatoria pero en forma
asimétrica: los solicitantes de crédito con un score inferior al cut off son rechazados, mientras
que aquellos con valores superiores pasan a etapas posteriores de andlisis previo al
otorgamiento de la financiacion.

Por otro lado, en la mayoria de los casos se trata de scorings genéricos, es decir, que evalian
la capacidad de repago de un solicitante de crédito sin tener en cuenta las caracteristicas de la
financiacion solicitada. Sin embargo, existen desarrollos que apuntan a una mayor precision
en los resultados y estan disefiados para solicitantes de un tipo de financiacion en particular,
como ser prendarios o hipotecarios para la vivienda. La dimension del tipo de financiacion
solicitada es relevante, ya que distintos deudores con idéntica capacidad de repago e historial
crediticio probablemente muestren distintos patrones de pago segun el tipo y plazo de la
financiacion que soliciten.

Por ultimo, los modelos pueden ser desarrollados con datos externos de la entidad, como es el
caso de los scores de bur6, o con datos internos de la entidad por ella misma o por consultores

externos.
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V. Ejemplo: un modelo de credit scoring para banca minorista

V.a. Descripcion de los datos
El BCRA administra, a través de la Superintendencia de Entidades Financieras y Cambiarias
(SEFyC), la Central de Deudores del Sistema Financiero (CENDEU), una base de datos que
concentra, mes a mes, millones de datos sobre el grado de cumplimiento en los pagos y la
calidad crediticia de todos los deudores del sistema financiero con deudas consolidadas
superiores a los $50 con alguna entidad crediticia’.
La CENDEU posee informacion detallada de todo deudor del sistema financiero:
identificacion, sector (privado no financiero, etc.), tipo de deudor (consumo o vivienda,
comercial asimilable a consumo y comercial), actividad econdmica, clasificacion de riesgo,
entidad acreedora, deuda, tipo de financiacion'® y cobertura con garantias preferidas, entre
otras.
Segtin las normas del BCRA, todos los deudores del sistema financiero deben ser clasificados
en una escala de 1 a 5'' en funcion de su riesgo de crédito, para lo cual el principio bésico es
la capacidad de pago futura de sus obligaciones con la entidad. La capacidad de repago de los
deudores minoristas se aproxima en funcion de los dias de atraso y de su situacion judicial,
mientras que para los comerciales, en funcioén de su flujo financiero proyectado y, de manera
secundaria, teniendo en cuenta la posibilidad de liquidar activos. Las reglas también difieren
en relacion a la periodicidad del proceso: la clasificacion se revisa mensualmente para los
deudores de consumo o vivienda y asimilables y con una frecuencia variable segin su

importancia'? (trimestral, semestral o anual) para los comerciales.

V. b. Metodologia empleada: modelo probit
Cuando al plantear un modelo la variable dependiente o a explicar toma valores discretos, se

emplean modelos de regresion discreta. El caso mas simple se da cuando ella es binaria y

° Por entidades crediticias la normativa se refiere, ademas de las entidades financieras bancarias y no bancarias,
a otras como por ejemplo las entidades no financieras emisoras de tarjetas de crédito en la modalidad de “sistema
cerrado”.

' Bl concepto “financiacion” incluye, ademas de los préstamos (créditos hipotecarios, prendarios y personales) a
las responsabilidades eventuales: garantias otorgadas, avales otorgados sobre cheques de pago diferido,
adelantos en cuenta corriente (saldos no utilizados) y documentos redescontados en otras entidades financieras,
entre otros. En el caso del descubierto en cuenta corriente, este monto acordado suma como potencial
endeudamiento en la “deuda consolidada” y es calificado, independientemente de que sea usado o no por el
cliente.

! Existe una sexta calificacion, situacion 6, irrecuperables por disposicién técnica. Sin embargo, ella es
asignada a los deudores que si bien presentan cierto riesgo no necesariamente son mas riesgosos que los
deudores en situacion 5. A su vez, se trata de una categoria con un perfil de riesgo muy heterogéneo y que
incluye a muy pocos deudores, por lo que no se incorpor6 en la estimacion del modelo.
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toma los valores 0 o 1, y se puede estimar con distintos enfoques como el modelo de
probabilidad lineal, andlisis discriminante, los modelos de tipo probit y logit o con una
regresion logistica.
Sea Y una variable aleatoria binaria que toma el valor 1 si ocurre el evento (el deudor cumple
con los pagos normalmente) y 0 si entra en mora, se cuenta con una muestra aleatoria de n
observaciones, Y; i: 1,...,n, y se define como £; al conjunto de informacién relevante asociado
con el individuo 7, que se utilizara para explicar a V..
Un modelo de eleccion binaria es un modelo de la probabilidad de ocurrencia del evento Y;
condicional en el conjunto de informacion Q;:
p=plv=10,) (1)
Dado que Y; toma los valores 0 y 1, la esperanza de Y; condicional en Q; es:
£lyjo,)=12+0l-R)= 2= Prly = 10,) @)
En consecuencia, cuando la variable a explicar es binaria, su esperanza condicional es la
probabilidad condicional de ocurrencia del evento.

El modelo de probabilidad lineal
Supongase que Q; estd constituido por un vector columna X; compuesto por k variables
explicativas, incluyendo a la ordenada al origen, f es un vector columna que contiene los
parametros correspondientes a las variables explicativas, y que se intenta modelar a la

variable Y; a través del modelo de probabilidad lineal, postulando la siguiente relacion:
Y,=p7X,+e, donde Ele|X,)=0 y El)=0, 3)
y usando (2),

El|x,)=p=p7x, o)
El modelo de probabilidad lineal, como se observa en la ecuacion (3), implica estimar un
modelo lineal en los parametros para Y;. Los valores predichos deberian en su mayoria
ubicarse en el intervalo [0,1], pudiendo ser interpretados como la probabilidad de que la
variable a explicar tome alguno de estos valores.

Mientras que su estimacion e interpretacion es simple, su utilizacion se ha visto desalentada
por dos problemas en la metodologia. En primer lugar, como la esperanza condicionada de Y;

es igual a la probabilidad condicionada de ocurrencia del evento (de Yi=1), ella deberia estar

restringida al intervalo [0,1]. Sin embargo, el modelo lineal no impone ninguna restriccion

12 Medida por la relacién entre sus financiaciones comprendidas (con la entidad) y su Responsabilidad
Patrimonial Computable o Activo, segun se trate de entidades o fideicomisos financieros.
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sobre f'X;, asumiendo implicitamente que la variable dependiente puede tomar cualquier
valor. Es por esto que el modelo puede estimar probabilidades negativas o mayores que uno,
lo cual carece de significado econdmico. A su vez, el término de error de este modelo no es
homocedastico, ya que la varianza condicional varia segiin las observaciones, por lo que las
estimaciones de f# no son eficientes.

Para resolver estos inconvenientes hay modelos econométricos, generalmente estimados por
maxima verosimilitud, que tienen en cuenta la naturaleza discreta de la variable dependiente:
se trata de los modelos de respuesta o eleccion binaria. Ellos utilizan ciertas funciones de
distribucién para la innovacion, con el objetivo de limitar las probabilidades estimadas al
intervalo [0,1]: las mas usadas son la funcion de probabilidad acumulada normal estandar y la
funcién logistica. Cuando se usa la normal estdndar se trata de un modelo probit, y logit
cuando se usa la funcion logistica'.

Los modelos probit y logit

El modelo probit es una de varias alternativas para estimar modelos de respuesta binaria. La
idea consiste en utilizar una funciéon de transformacion F(x) que tenga las siguientes
propiedades:

dF (x)
dx

F(-»)=0, Fo)=1y f(x)= >0 ©)

F(x) es una funcion monotona creciente que mapea de la linea real al intervalo [0,1]. Varias
funciones de distribucion acumulada tienen estas propiedades: la normal, la logistica, la de
Cauchy y la de Burr, entre otras. Estas distintas alternativas para los modelos de respuesta
binaria consisten en una funcion de transformacion F(x) aplicada a una funcién indice que
depende de las variables explicativas del modelo y que tiene las propiedades de una funcion
de regresion, pudiendo ser lineal o no lineal.

La siguiente es una especificacion general para cualquiera de los modelos de eleccion binaria:
E (Y,- |Qi)= F (h(X ; )), donde % es la funcion indice. (6)

Si bien & puede ser cualquier tipo de funcion, generalmente se utiliza una especificacion

lineal:

13 La funcion logistica es la distribucién acumulada de la distribucion sech?, la secante hiperbolica al cuadrado.
La ventaja de utilizar esta distribucion es que tiene una expresion sencilla. Salvo por esta diferencia, que con los
recursos computacionales disponibles en la actualidad no es significativa, ambas distribuciones difieren muy
poco y s6lo en las colas, teniendo la funcion logistica colas levemente mas gordas. Al comparar los resultados
obtenidos con ambas funciones, se debe tener en cuenta que la varianza de la normal estandar es 1, en tanto que
la de la distribucion sech® es ©%/3. Por este motivo, para obtener coeficientes comparables se debe multiplicar a
los coeficientes del modelo logit por 7/(3"%). Sin embargo, Amemiya (1981) sugiere que multiplicarlos por 0,625
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elrle)=Flsx) ™
por lo cual el modelo de eleccion binaria es simplemente una transformacion no lineal de una
regresion lineal, y si bien p7X; puede tomar cualquier valor sobre la linea real, F(8'X;) esta
limitado al intervalo [0,1]. En el modelo probit, la funcion de transformacion F(x) es la
funcién de distribucion acumulada normal estandar, y por definicion satisface las condiciones
impuestas en (5). En este caso, el modelo de eleccion binaria puede escribirse de la siguiente

manecra:

p=Elr|e )= F(g"x )= 0(s"x,)= f i%ds @®)

Cuando se trata de modelos logit, F(x) es la funcion logistica y el modelo de respuesta binaria

se escribe como:

, eﬁ’x,-
p=Ey|o,)-F(p X"):1+eﬂ’x ©)

Los modelos probit y logit pueden ser derivados de otro modelo que introduce una variable no

observada o latente y*, de la siguiente manera. Sea,

y: = ﬁ’TXi +¢, con g ~iid (O,l) (10)

Si bien y* no se observa, decimos que,

Y=1siy,>0 y Y. =0siy <0 (11)

Luego, la probabilidad que Y/=1 viene dada por:

Py =1)=Py’ >0)=P(B"X, +¢ >0)=1-P(B7X, +¢,<0)=1-Ple, <-p7X)
=1-F(-p"x,)=F(g"x,)

ya que se supone que ¢; tiene una distribucion simétrica. Cuando &; ~ N(0,1) F es @, la funcidén

(12)

de distribucion de probabilidades acumuladas normal estandar y se trata del modelo probit,
mientras que si F es la funcion logistica se trata de un logit y su densidad también es simétrica
alrededor de cero.

Luego, y tomando como ejemplo el modelo probit,

Pl =1)=Flp"x,)=2(p"X,) y

Pv,=0)=1-0(s7x,) =

es mejor, ya que esta transformacion acerca mas la funcion logistica a la funcion de distribucion de la normal
estandar.
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Estimacion de los modelos logit y probit
La estimacion de estos modelos se hace por maxima verosimilitud. Con métodos numéricos

se buscan los valores de £ que maximizan la siguiente funcion logaritmica de verosimilitud:

n

(8)="2(v 1og(F(B"x, )+ (1-7 Jiog1- F(87 X)) (14)

i=1

Las condiciones de primer orden para un maximo en (14) son:
z"“—(—)—(y"_é)f")("f =0, j=l..k (15)
- FA; 1 B FA; s 9eeey

donde,

E=Fb'X)y f=/6"x)

siendo b el vector de estimativos maximo verosimiles. Cuando (14) es globalmente concava,
satisfacer las condiciones de primer orden asegura que el maximo es unico. Los modelos
probit, logit y otros tipos de modelos de respuesta binaria satisfacen las condiciones de
regularidad necesarias para que las estimaciones de los parametros sean consistentes y
asintoticamente normales, con la matriz de covarianzas asintdtica dada por la inversa de la
matriz de informacion. En el Apéndice I se comentan las propiedades asintoticas de estos
estimadores y se desarrollan las condiciones de primer y segundo orden del problema de

maximizacion.

V.c. Interpretacion del modelo

En el contexto de los modelos de credit scoring se puede asociar f°X; a la calidad crediticia
del individuo (variable latente o no observada). Cambiando su denominacién por Z;, esta
variable representa la calidad crediticia del individuo, que se puede suponer el resultado de
una funcion lineal en sus parametros, como por ejemplo:

Z, =Byt X+ B X, et (16)
Las estimaciones de los parametros f; se obtienen por maxima verosimilitud como se explico
en los parrafos anteriores, y las variables X; contienen la informacién de los deudores.
Habiendo obtenido las estimaciones b;, el modelo empirico con el que trabajara el analista de
riesgo es,

z,=by th X, +b, X, +---+b X 17)
cuando se trata de un modelo que emplea cinco variables (j=5). La variable z; es el score
estimado del deudor, una medida de su calidad crediticia obtenida a partir de los parametros

estimados y de su propia informacion. Este score, aplicado a las funciones de distribucion de
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probabilidades acumuladas normal o logistica, permite conocer la probabilidad de
incumplimiento y en consecuencia el riesgo del deudor.
Relacion entre el score y el riesgo

Habiendo definido al score, se puede reescribir (13) como,
Ply,=1)=Flz)=o(z,) y

Py, =0)=1-0(z) (49
donde queda claro que cambios en Z; implican cambios en la PD del individuo. Como se
observa en el Grafico 11, la relacion entre score y riesgo (la PD) no es lineal, por lo que el
cambio en el riesgo derivado de un cambio en el score depende de los valores que este ultimo
tome. Para valores del score muy bajos, un aumento en el mismo produce una rapida subida
en la probabilidad de cumplimiento y una rapida disminucion de la PD, mientras que para
valores del score altos, una mejora en el mismo hace que la probabilidad de cumplimiento
aumente poco y genera una leve caida en el riesgo. Es decir, cuanto mayor es el score, menor

es la caida en el riesgo derivada de un aumento en el primero.

Gréfico I1. Relacidn entre el score y el riesgo
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Efectos Marginales
Los f; (o su estimacion b)) no tienen una interpretacion directa como en minimos cuadrados
ordinarios, ya que so6lo representan el efecto que un cambio en X; tiene sobre el score del
individuo, a la vez que su signo muestra si la relacion con la PD es directa o inversa. Sin

embargo, para cuantificar el efecto de X; sobre la PD se debe computar su efecto marginal.
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Dado que F es una funcion no lineal, cambios en los valores de cualquiera de las variables
explicativas, si bien afectan linealmente a la funcion indice, tienen un efecto no lineal sobre la
probabilidad estimada de ocurrencia del evento.

El efecto marginal de Xj indica el cambio en la probabilidad de ocurrencia del evento (el
cambio en la probabilidad de cumplimiento de las obligaciones) para el individuo #, ante un

pequeno cambio en el valor de la variable X;.

Como, E(r)e,)= £ =F(z,) (19)
o oFlz,) aFlz)oz, z,
ox, X,  dz, oXx, (Z")aX,.j -rlz)s, 0)

En este caso, el evento se definid6 como el cumplimiento normal de las obligaciones, por lo
que (20) muestra como cambia la probabilidad de cumplir con el pago de la financiacion en

respuesta a un cambio pequefio en Xj;. Sin embargo, como PD; = 1-P;,

opp, oFl(z) drFl(z)ez oz,

aX»»l B oX - dz. aXij :-f(Zi)GT;:'f(Zi)ﬁ, 1)

y i

La expresion en (21) cuantifica cudnto cambia la PD del individuo i ante cambios pequefios
en la variable continua X;. De derecha a izquierda, la primer derivada (parcial) o f; muestra el
efecto de un cambio en X; sobre el score del individuo i, mientras que la segunda muestra el
efecto de un cambio en el score sobre la probabilidad de default, dado por el valor de la
funcién de densidad evaluado en Z. Empleando la expresion de la funcion de densidad
normal y reemplazando Z; y f; por sus estimaciones (z; y b; respectivamente), la estimacion

del efecto marginal viene dada por,

2

613D,. _ eT‘ b (22)
oX; N2m

Como el cociente es positivo, un valor negativo de b; hard que aumentos en X; bajen el score y

a su vez aumenten la PD.

VI. Ejemplo

En esta seccion se estima un modelo de credit scoring con la técnica del probit. Con datos de
la CENDEU, se construye un modelo que predice el comportamiento de los deudores retail
del sistema financiero: individuos y PyMEs. Los primeros corresponden a los categorizados
como deudores de consumo o vivienda, mientras que las PyMEs se asocian a los deudores
comerciales asimilables a consumo. Por tratarse de un modelo para deudores del sistema

financiero, se trata de un modelo de comportamiento, no de originacion.
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La muestra empleada en la estimacion se construyd de la siguiente manera. Para cada uno de
los afios comprendidos en el periodo 2000-2006 se seleccionaron los deudores no comerciales
del sector privado no financiero que a comienzos de cada afio no se encontraban en default. Se
definié default como estar en situacion 3, 4 o 5 en la entidad, ya que para estos deudores
implica en general un atraso superior a los 90 dias, que es el periodo que comunmente se
emplea para identificar el default.
Habiendo definido la poblacién objetivo, conformada por poco mas de 32.600.000 deudores,
se tomd una muestra aleatoria del 20% de la misma, con informacion sobre aproximadamente
6,5 millones de deudores. Aunque no es el objetivo de este trabajo discutir técnicas de
validacion de modelos, el 80% restante de los datos se puede emplear para hacer ejercicios
out-of-sample que permitan evaluar la performance del modelo.
La variable a explicar es la situacion de default o no default de los deudores (ninguno de los
cuales estaba en default al comienzo de cada uno de los periodos analizados) al cierre de cada
afio, lo cual le otorga a la PD estimada una dimension anual'®. Las variables explicativas se
tomaron todas, directa o indirectamente, de la CENDEU'", y son las siguientes:

1. calificacion inicial: la calificacion asignada al deudor al comienzo de cada periodo, que
puede ser 1 o 2 por los filtros impuestos en la muestra;

ii. historia crediticia: aproximada por la calificacion que tenia el deudor en la entidad 180
dias antes de cada periodo;

iii. peor calificacion sistema: la peor calificacion que, al comienzo de cada periodo, tiene el
deudor en el sistema financiero (puede o no coincidir con la calificacion en la entidad);

iv. tipo de entidad: es una variable categoérica que busca controlar por distintos criterios o
politicas en la evaluacion del riesgo, que puedan afectar el perfil de riesgo de las carteras de
préstamos. La variable identifica si el banco es publico, de capital extranjero, etc;

v. tipo de deudor: busca controlar por tipo de deudor, consumo o vivienda o asimilable;

vi. clean: es una variable dummy que toma un valor 0 si la deuda esta cubierta con garantias
preferidas A o B, y 1 de lo contrario. Por tratarse de deudores minoristas, es de esperar que
refleje la existencia de garantias preferidas B, como es el caso de las financiaciones cubiertas

con garantias prendarias o hipotecarias;

'* En otras palabras, la variable dependiente es la clasificacion que obtendra cada “deudor-banco” dentro de 12
meses, mapeada a una escala binaria. Si un mismo individuo tiene deudas con dos bancos distintos, para cada
una de ellos se pronosticara su comportamiento futuro.
15 . : o . ;.

Las variables fueron seleccionadas con el propdsito de que el modelo fuera simple y facil de entender, y no
para construir un modelo que fuera a ser usado en la practica. Existen muchas otras variables que podrian
haberse incluido para incrementar el poder discriminatorio del modelo.
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vil. total de bancos: es una variable categoérica que indica con cuantas entidades el deudor
tiene obligaciones (1 02,3 04,5 06,7 u 8, mas de 8);
viii. crecimiento PBI: la tasa de crecimiento del PBI, durante cada periodo;

ix. deuda banco: total de financiamiento tomado de la entidad, incluyendo
responsabilidades eventuales;

X. deuda sistema: idem anterior, computada para el total del sistema financiero;

xi. cobertura: el cociente entre garantias preferidas y la deuda con la entidad;
xil. significancia: el cociente entre la deuda con la entidad y la deuda total en el sistema,
busca capturar la importancia que el endeudamiento con la entidad tiene en relacion a su
endeudamiento con el total del sistema financiero.
Los resultados de las estimaciones se presentan en la pagina siguiente en la Tabla I, junto con
el computo de los efectos marginales'®. En general los coeficientes estimados (los b;s) tienen
los signos esperados. En el caso de las variables que reflejan el comportamiento corriente y
pasado de pagos, los deudores que al comienzo de cada periodo estan en situacién 2 son
sensiblemente mas riesgosos que aquellos en situacion 1. En promedio, dos deudores
idénticos en todo salvo en su situacién inicial, el que se encuentra en situacion 2 tiene una PD
un 22,7% mayor que el que estd en situacion 1. Un resultado similar se obtiene para la
variable peor calificacion sistema: cuanto mas baja es la peor calificacion en el sistema
financiero, mayor la probabilidad de que el deudor haga default en la entidad financiera. En el
caso del comportamiento de pagos historico, la variable historia crediticia tiene el resultado
esperado: los deudores que 6 meses antes estaban en situacion irregular en la entidad, tienen
mas probabilidad de hacer default que los que no tuvieron ningin problema (estaban en
situacion 1). El resultado para los deudores “nuevos”, cuya calificacion historica es 0, refleja
que su calidad crediticia es peor que la de los deudores con buen comportamiento historico, y
que son mejores que los que tuvieron algiin problema.
El coeficiente de la variable dummy para los deudores de consumo o vivienda, normalizado a
cero en la estimacion, es mayor que el coeficiente de los deudores comerciales asimilables a
consumo. Esto implica que las PyMEs tendran, en promedio y en comparaciéon a los
individuos, una PD un 0,6% mayor. Por otro lado, la variable fotal de bancos muestra que
para los deudores retail ser deudor de una mayor cantidad de entidades esta asociado a un
mayor riesgo. El tultimo control, que refleja si la financiacion esta cubierta o no con garantias

preferidas, como son los créditos hipotecarios para la vivienda y los prendarios automotor en

' El concepto de efecto marginal corresponde a las variables continuas. En el caso de las variables categoricas,
en general se compara como cambia la PD cuando la variable toma distintos atributos.
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el caso de las familias, indica que las financiaciones con este tipo de cobertura presentan una
menor probabilidad de incumplimiento. O sea, las financiaciones clean son mas riesgosas: en
promedio el riesgo aumenta un 2,3%.

Tabla I. Estimacion del Modelo de Credit Scoring: Resultados

Variable Coeficiente estimado (b;) Efecto marginal
ordenada al origen -1,36 ***
crecimiento PBI 3,59 #** -36%
crecimiento PBI 0,05 ** -0,5%
calificacién inicial: 1 1,10 *** -
calificacion inicial: 2 0,00 *** 22.7%
peor calificacion sistema: 1 0,82 *** -
peor calificacion sistema: 2 0,30 *** 7,0%
peor calificacion sistema: 3 -0,07 *** 15,4%
peor calificacion sistema: 4 -0,11 *** 16,7%
peor calificacion sistema: 5 0,00 *** 13,6%
historia crediticia: 0 0,80 *** 2,5%
historia crediticia: 1 1,03 *%* -
historia crediticia: 2 0,68 *** 4,2%
historia crediticia: 3 0,20 *** 11,7%
historia crediticia: 4 0,09 *** 17,1%
historia crediticia: 5 0,00 *** 19,8%
tipo de entidad: Caja de Crédito -0,26 *** 3,3%
tipo de entidad: Comp. Fin. Capital -0,33 ok 4,4%
tipo de entidad: Comp. Fin. Capital Nacional -0,17 *** 2,1%
tipo de entidad: Local de Capital Extranjero -0,01 *** 0,2%
tipo de entidad: Privado de Capital Nacional 0,10 *** -0,9%
tipo de entidad: Publico Municipal 0,13 *** -1,3%
tipo de entidad: Publico Nacional 0,05 *** -0,5%
tipo de entidad: Publico Provincial 0,10 *** -1,0%
tipo de entidad: Sucursal Capital Extranjero 0,00 *** -
tipo de deudor: Consumo o Vivienda 0,00 *** -
tipo de deudor: Asimilable -0,06 *** 0,6%
total de bancos: 1- 2 0,50 *** -
total de bancos: 3- 4 0,40 *** 1%
total de bancos: 5- 6 0,21 *** 4%
total de bancos: 7- 8 0,00 *** 7%
total de bancos: + de 8 -0,31 *** 14%
clean 0,00 *** 2,3%
no clean 0,28 *** -
deuda banco -0,00 *** 0,0%
deuda banco? 0,00 ***
deuda banco® 0,00 ***
deuda sistema 0,00 *** 0,0%
deuda sistema® 0,00 ***
deuda sistema® 0,00 ***
cobertura -1,82 *** 14,8%
cobertura’ 2,38 ***
cobertura® -0,49 ***
significancia -2,20 *** 9,3%
significancia® 4,67 ***
significancia® -2,86 ***

Nota: *** y ** indican significatividad estadistica al 99,9% y 99% respectivamente.
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En relacion a los coeficientes estimados de las variables deuda banco y deuda sistema, si bien
son estadisticamente significativos, sus efectos marginales evidencian que el impacto de estas
variables en el riesgo del deudor es muy bajo. Las variables continuas que ademas de ser
estadisticamente significativas, tienen efectos marginales relevantes, son crecimiento
economico, cobertura y significancia.

Los resultados para el crecimiento del PBI'” muestran que en promedio un aumento en la tasa
de crecimiento del PBI reduce el riesgo del deudor en un 36% aproximadamente. Este efecto
marginal es sin embargo un promedio, ya que en la practica el efecto real depende de las otras
caracteristicas del deudor incluidas en el modelo. A continuacion, el Grafico 11 es un grafico
de efectos marginales: muestra como cambian el score y la PD del deudor promedio a medida
que se acelera el crecimiento de la economia.

Gréfico I11. Crecimiento econdmico y PD
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El efecto marginal de la variable significancia es de 9,3%. Esto indica que la PD aumenta en
promedio un 9,3% cuando la deuda en la entidad gana participacién en su endeudamiento
total en el sistema. Sin embargo, esta variable tiene un efecto no lineal sobre el riesgo, por lo
que el efecto marginal es s6lo un promedio que debe complementarse con el analisis de
graficos marginales. Por ultimo, la variable cobertura tiene un efecto marginal estimado de
14,9%. Esto indicaria que en la medida que la cobertura con garantias preferidas aumenta,

también lo hace el riesgo. Sin embargo, esto se debe a que la relacion es no lineal: el impacto

' El comportamiento observado durante el periodo 2002-2003 eventualmente podria distorsionar la relacion
entre el riesgo de crédito y las variables empleadas en la estimacion. Para verificar la confiabilidad de las
estimaciones, un ejercicio consiste en estimar una version alternativa del modelo sin la informacion del periodo
2002-2003, y comparar los parametros estimados con los del modelo completo.
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de la cobertura sobre la PD depende del nivel de cobertura. Esto se aprecia mejor en el
Grafico IV.

Grafico IV. Cobertura con Garantias Preferidas y PD

2,0 4 T 12%

1,8 1 = = Score =—PD
+ 10%
1,6 q
1,4
' - 8%
1,2

Score

1,0 T 6%

PD

0,8

< 4%
0,6

04
+2%

0,2

0,0 0%
TR LT R EREREEEXE R BB
h & Hh & bh & h & bh & b & b & b & b & b B
99 8 d e e T I B O 0~ ~ B O 6 0 g

Garantfas/Deuda Banco

La relacion entre cobertura con garantias preferidas y riesgo no es lineal: para porcentajes
bajos la relacion es creciente, un aumento en el porcentaje cubierto con garantias preferidas
esta asociado a una mayor PD, mientras que esta relacion se invierte cuando la cobertura es
superior al 50% aproximadamente. Una interpretacion plausible para el tramo creciente es que
frecuentemente, y sobre todo para los deudores de naturaleza comercial® con lineas
revolving, cuando muestran signos de deterioro se les pide que entreguen garantias para
mantener las lineas activas. Por otro lado, el tramo decreciente seguramente refleja el
comportamiento de los deudores cuyas financiaciones estan cubiertas con garantias de tipo

prendario o hipotecario.

VI1I. Conclusiones

El trabajo revisd y busco clarificar distintos aspectos asociados a los modelos de credit
scoring. Aunque nada impide que estas técnicas se apliquen a grandes empresas, y de hecho
existen algunos desarrollos para ellas, los modelos de credit scoring se emplean mayormente
para evaluar individuos y pequefias y medianas empresas, mientras que las grandes empresas
se analizan a través de sistemas de rating. Si bien su aplicacion mas conocida es en la

originacion de financiaciones, las entidades financieras emplean estas herramientas también

'8 La muestra empleada en la estimacion incluye deudores PyME.
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con otros propositos, como por ejemplo en el diseno de estrategias de marketing para ofrecer
productos de manera proactiva y masiva.

Los modelos de credit scoring difieren en la informacion que emplean, en funcion del sujeto
evaluado (individuos o PyMEs) y del desarrollador del modelo (con datos de buré o de la
entidad financiera). En cualquier caso, la revision de la literatura especializada muestra que en
su construccion predominan los enfoques econométricos (regresion logistica, modelos probit)
y desarrollos de inteligencia artificial, como los arboles de decision. Los motivos para su
predominio son basicamente dos: en general las metodologias relevadas muestran resultados
similares, por lo que tienden a emplearse aquellas cuyo funcionamiento e interpretacion son
mas sencillos, en contraposicion a enfoques mas sofisticados y de dificil interpretacién, como
ser las redes neuronales. Los resultados del modelo estimado con datos de la CENDEU,
construido con el sélo proposito de funcionar como ejemplo, muestran la relevancia de las
siguientes variables para predecir el comportamiento de los deudores: la historia de pagos y el
comportamiento corriente en otras entidades financieras; la “busqueda de financiamiento”,
aproximada por la cantidad de entidades con la que los deudores operan; si la deuda esta
cubierta con garantias preferidas (como los hipotecarios y prendarios) y el grado de cobertura.
Otra variable que tiene una importancia significativa, y cuya inclusion en cualquier modelo es
critica, es el nivel de actividad o PBI. Su rol en modelo estimado es el esperado: en los afios
buenos la creacion de empleo y el aumento en las ventas mejoran la calidad crediticia de

individuos y PyMEs, por lo que su riesgo disminuye.
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Apéndice I. Probit binario: derivacién de las condiciones de primer y segundo orden

El principio de méaxima verosimilitud permite obtener un estimador para un pardmetro o
conjunto de pardmetros. La densidad conjunta de n observaciones es el producto de las
densidades individuales, se denomina funcién de verosimilitud y es funcion del vector 8 de

parametros desconocidos:

rx,.x,....x,.0=11r(x,0)-L0/x) (1)
i=1

Tomando logaritmos,

nLo/Xx)= iln r(x,.0)=mLo), )

6 es el estimador maximo verosimil de 6 que maximiza (1) y (2) y resuelve la condicion de

dinL(0
n ():0

i d
primer orden —

Propiedades de los estimadores maximo verosimiles

Si f (X i,0) cumple ciertas condiciones de regularidad, 0 tiene las siguientes propiedades:

L. consistencia: plim @, = 0.

*inl

II. normalidad asintdtica: é—i N[H, {1(0)}"], con I(G)Z'EW'

III. eficiencia asintotica, y alcanza el limite inferior de Cramer-Rao para estimadores
consistentes (la minima varianza alcanzable por un estimador consistente).

IV. invarianza: el estimador maximo verosimil de y=c(@) es c(ﬂ)

Probit binario: derivacion de la funcion de verosimilitud™

Sabiendo que Pr(X =1)=F(ﬁ’Xi)=p y Pr(Yl. =0)=1—F(ﬁ’Xi)=1—p, si se supone que Y es una
realizacién de un proceso Bernoulli se puede escribir,

PAY, = y)=p*(1-p) o tambien PAY, = y)=Flpx, ) (1-F(px, ). 3)

Para una muestra independiente de Y7, ..., Yy:

1% Para compactar la notacion, en el Apéndice I la transposicion de vectores se identifica con “y no con ”. A su
vez, X'y § contintan representando vectores, pero sin embargo no se identifican en negrita.
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Pt =31, = =) =TT =)
=1;IF(ﬁ')aY(1-F(ﬁ')4))"y @
TTApe) o) -2

que por definicion es una funcion de verosimilitud. Tomando logaritmos, la funcion

logaritmica de verosimilitud es:

LnL = Ln{ﬁ (F(px,) } ; Ln[ﬁ (-F(px, ))”"} )

i=1 i=1

Si & se distribuye iid N(0,6°), sabemos que

p=klr]e)=Flpx)=aolpx,)= j?é_n&ds,

donde S y o no estan identificados por lo que no se pueden estimar separadamente. Solo se
puede estimar f/o, por lo que se supone que ¢ es igual a 1. Siendo &; gaussiano la funcion a
maximizar es,

LnL = Lnlﬁ (o(8' X, ))y‘ } + Ln{

i=1

3

(-o(px, ))l-y} o

i=1

LoL =Y yLn(@(8 X,)+ Y (1- », )Ln(1 - (8" x,)) (6)

i=1 i=1

Probit binario: condiciones de primer orden

- oLnL G[Z‘ yLn(®(8'X, ))} a{lznl:(l— v, Ln(l- (B X, ))}

op 6ﬁ op
AV
ZZ)’ ( Z[l q)ﬂX)][ ¢(ﬂX)]

S(s

oy ew) T
=;_@(§vx) i GD(ﬂyX))}j(ﬂ XX,

o[y (1-0(pX,)-1-y)o(8X,)] .
Z;_y q)(ﬁ'Xl.)(l—@(ﬂy'Xi)) }qj(ﬂ el

SR 2.0 .
=Z o ﬂ'yXl.)(l—q)( 5 X,.))}j(ﬂ X)X, 7

que es igual a cero cuando se evalua en los coeficientes estimados b;.
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Probit binario: condiciones de segundo orden (derivacion de la matriz de informacion)

-l

o[ y-opx) }ﬂﬂxpyﬁ URLLVED) _liww%ﬂ&ﬂ

i=1 aﬁ' (IB'Xi)(l_(D(ﬁ'Xi)) _q)(ﬂ'Xi)(l—q)(ﬂ'Xi))__ﬁﬂ'

_ ”i_ yi_(D(ﬂ'Xi) ' + yi_(D(ﬂ'Xi) | '
2o o -0 X »}“’(ﬁ Sy ey A

AN i yi_q)(ﬂ'Xi) ' + N yi_q)(ﬂ'Xt) :
S o et P S o el

_ | (40X - 20)- (0, = 20X, (1 - D))+ 2(N-g0)X, )] }
_Z[ [o( X, Y1-o(8 X,)f wa)

:Z”:_[—(D(ﬂ')(i)(l—q)(ﬁ'Xi))—(yi—CD(ﬁ'Xi))[l—ZCD(ﬂ'Xi)]J ¢(ﬁ'Xi)2Xi'Xi :|+
=1 | [q)(ﬂ'Xi)(l_q)(ﬂ'Xi))] [q)(ﬂ'Xi)(l_q)(ﬂ'Xi))]

i_ _l+(q)(ﬁ’Xi)_yi)[l_2®(ﬂ'Xi)]J ¢(,B'X,.)2X;Xi }_’_
= (s X )1-0o(FX)] J@px -0 x)]|

(L @0-5li-200]) 40 (3 —af)
T o000 ot @())]} S ot et

S e i woneon (atiatn

Para estimar la matriz de informacion se calcula la esperanza matematica de

Il
M-

B

hacerlo, (d)(ﬂ X, )— yi) se anula y se obtiene la matriz de informacion,
A | - )xx
’(ﬁ)‘{ ;{Q(ﬂ'Xi)(l—q)(ﬂ'X,-))}} v

cuya inversa da la estimacion de las varianzas y covarianzas asintdticas de los parametros

estimados.
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Apendice 11. Modelos multinomiales o de respuesta multiple

Cuando Y toma mas de dos valores (es policotomica), el método a emplear en la estimacion
depende de su naturaleza. Por ejemplo, Y puede ser el resultado de un sistema de rating que
asigna calificaciones de riesgo. En este caso Y no so6lo es cualitativa multinomial o
policotdmica sino que tiene un orden inherente, por lo que es una variable ordinal: los valores
que puede tomar tienen un ordenamiento inherente e implican una jerarquia. En este caso para

la estimacion se emplea un probit o logit ordenado.

El probit ordenado

Sea y* un indice no observado o latente de calidad crediticia. Se supone que es funcion lineal
de ciertas variables explicativas contenidas en el vector X, a las cuales les corresponden
coeficientes del vector £, y de un término de error gaussiano. La expresion para y* viene dada
por

y::_ﬂTXi+8i (1)
El indice y* subyace detras de la calificacion asignada. En un esquema de calificacion
estructurado en 5 ratings, como es el del BCRA, se puede pensar que las distintas

calificaciones estan definidas por rangos de y* de la siguiente manera,

Y =1 siy <0,

V=2 si0<y <,

V=3 sigy <y Su, (2)
V=4 sip<y Su,

Y,=5 sip <y

Los s son los cut points que definen los rangos de las distintas calificaciones, que se
estiman conjuntamente con el vector f, imponiendo la restriccion® de que 0<ur<u3<us. La
probabilidad de obtener la mejor calificacion, 1, es:

P, =1)=P(y; <0)=Ple,- g7 X, <0)= Ple, < p7X,) 3)
Como &;~ N(0,1),

Ple, < p7X,)= (g7 x,) (4)
La probabilidad asociada a las restantes calificaciones se calcula como se muestra a

continuacion.

20 Para obtener probabilidades positivas.
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Py, =1)=F(p"x,)=2(p"x,)

Py, =2)=Flu, + g7X,)- F(8"X,)

Py, =3)=Flu, + B7X,)- Flu, + B7X,) 5)
P(v, =4)= Flu, + pX,)-Flu, + B7X,)

Py, =5)=1-Flu,+ 57X,

Tomando derivadas en la funcion de probabilidad condicional respecto de la variable £,

existen tantos efectos marginales como posibles niveles de calificacion, en este caso cinco:

%;LWX,.» k
%:2) (£, +87x,)- r(87X,))p,

X,

3 (s ) sl x ), ©
oply,=4)
X
X

=, + B7X,)- £y + B7X,))B,

= (- flu,+ 7.8,

Combinando (2) y (3) reescribimos los rangos que definen las calificaciones como,

1 siy, =-B"X, +¢ <0,

2 Si0<-B'X, +e Su,,

V=3 sip,<-BTX,+e S, (7)
4 siu,<-p'X, ‘e Sy,

5 siu, <-BTX, te

Como &~ N(©0,1), (" + B7X, =& )~ N(0,1) o también (y" =¢ - B7X )~ N[ g7X 1). (8)
Los cambios en la probabilidad de tener las distintas situaciones ante un cambio en alguna de
las variables explicativas se deben a un desplazamiento de la distribucion del score. Segun (8)
el score tiene una distribucién normal con media - 8" X, que se desplaza sobre los cut points
ante cambios en el score. Por ejemplo, el cambio en una variable que incrementa el score de
un individuo desplaza su distribucion a la izquierda, incrementando la probabilidad de que

tenga Y~=1 (ver Gréfico V).
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Grafico V
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Probit ordenado: derivacion de la funcion de verosimilitud
Cuando la variable es policotémica y ordinal, para estimar el probit ordenado se supone que Y
tiene una distribucion multinomial (una generalizacion de la binomial para mas de dos

categorias). En este caso la funcion de verosimilitud se obtiene como,

Pr(Yl =nY=y....1, =yn)=HPr(Y,- =y,-)=L

i=1

Tomando logaritmos,

p.ay.a;0,)= leog(P(Y,- = 1))+Zzlog(P(Yi - 2))+stlog(P(Y,- =3))+ Dlog(P(v, = 4)+
_z_fog(P(Y" =5))

.0~ Soslolpx)s Sioelole 75, )-0lpx)s

Zl‘)g(@(/l3 +ﬂTXi)'¢(ﬂz +ﬂTXi))+ZZOg(¢(/44 +ﬂTXi)'¢(ﬂ3 +ﬂTXi))+
Zlog(l'¢(ﬂ4 +ﬂTXi))

Al igual que en el probit, al resolver con métodos numéricos las condiciones de primer orden

yi=4

se obtienen las estimaciones de los parametros By los cut points. Con estas estimaciones se
evalua la matriz de derivadas parciales segundas. Esta matriz, con el signo invertido, es la
matriz de informacion, y la inversa de la matriz de informacion da la estimacion de las

varianzas y covarianzas asintoticas de los parametros estimados.
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